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Admin
• Homework 4 has been released. It covers the two previous 

lectures.
• Instructions for the Project presentation have been released. 

Check Piazza for details.
• Make sure to contribute to Piazza/Lecture discussions.
• This is the final lecture.
• Grading of HW1, HW2, Project Proposal is complete.
• HW3 grading to be completed soon.
• Project presentations moved by 1 week. 

• Presentation due the 27th, report the 29th.
• No office hours, but make sure to create a Private Piazza 

post if you need to reach out to me.
• Course website has been updated to reflect some of these: 

https://mimoralea.github.io/cs4641B-summer2020/

https://mimoralea.github.io/cs4641B-summer2020/
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Policy-based Methods



Value-based vs. Policy-based objectives



Policy-based methods motivation



Deriving the policy gradient

http://blog.shakirm.com/2015/11/machine-learning-trick-
of-the-day-5-log-derivative-trick/

http://blog.shakirm.com/2015/11/machine-learning-trick-of-the-day-5-log-derivative-trick/


Using future rewards only



Using future rewards only

This is an agent called REINFORCE



Vanilla Policy Gradient: How about learning a value function?
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Actor-Critic Methods



A3C: Parallel policy updates



A3C: Using n-step bootstrapping estimates



A3C: Non-blocking model updates
• One of the most critical aspects of A3C is that its network updates are 

asynchronous and lock-free.
• Having a shared model creates a tendency for competent software engineers to 

want a blocking mechanism to prevent workers from overwriting other updates.
• Interestingly, A3C uses an update-style called a Hogwild!, which is being shown 

not only to achieve a near-optimal rate of convergence but also outperform 
alternative schemes that use locking by an order of magnitude.



GAE: TD(lambda) target for advantages



GAE: GAE(lambda), GAE(0), GAE(1)



GAE: How to train V?



A2C: Synchronous policy updates



A2C: Weight sharing model



More policy-based and actor-critic methods
• DDPG: Deep Deterministic Policy Gradient
• TD3: Twin Delayed DDPG
• SAC: Soft-Actor Critic
• TRPO: Trust-Region Policy Optimization
• PPO: Proximal Policy Optimization

https://github.com/mimoralea/gdrl

https://github.com/mimoralea/gdrl
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Transfer learning



Multi-task learning



Other areas of research
• Curriculum learning: Learn on progressively more difficult tasks.
• Meta learning: Learning to learn. How to solve a task with n-shot trials (including zero-shot).
• Hierarchical reinforcement learning: Learning a hierarchy of policies.
• Multi-agent reinforcement learning: How does the challenge change when multiple agents are 

learning simultaneously?
• Explainable AI, Safety, Fairness, Ethical Standards: How to we make sure we are preparing for the

inclusion of AI systems to our daily lives?



Thank you!


