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Admin
• Homework 4 has been released. It covers the two previous lectures.
• Instructions for the Project presentation have been released. Check 

Piazza for details.
• Make sure to contribute to Piazza/Lecture discussions.
• The two remaining lectures we will cover state-of-the-art deep 

reinforcement learning methods.
• Grading of HW1, HW2, Project Proposal is complete.
• Course website has been updated to reflect some of these: 

https://mimoralea.github.io/cs4641B-summer2020/
• Recommended Deep Learning specific courses:

• https://course.fullstackdeeplearning.com/
• https://atcold.github.io/pytorch-Deep-Learning/
• https://cs230.stanford.edu/lecture/
• http://cs231n.stanford.edu/

https://mimoralea.github.io/cs4641B-summer2020/
https://course.fullstackdeeplearning.com/
https://atcold.github.io/pytorch-Deep-Learning/
https://cs230.stanford.edu/lecture/
http://cs231n.stanford.edu/
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Recall the kinds of feedback RL agents learn from



Recall what sequential feedback is



Recall what evaluative feedback is



Recall what sampled feedback is



Why using function approximation?



Why using function approximation?



Why using function approximation?



Types of RL approaches with FA
• Derivative-free

• Using black-box optimization methods, 
such as Genetic Algorithms.

• Policy-based
• Training a policy network.

• Actor-Critic
• Training a policy and a value network.

• Value-based
• Training a value network.

• Model-based
• Training a transition and/or reward 

function network.
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Neural Networks
• Neural networks are a biologically-inspired 

programming paradigm which enables a computer to 
learn from observational data.

• NN allow computers to learn from experience and 
understand the world in terms of a hierarchy of 
concepts, with each concept defined through its 
relation to simpler concepts.

• The hierarchy of concepts enables the computer to 
learn complicated concepts by building them out of 
simpler ones.

• The more the number of layers in that hierarchy, the 
“deeper” the network, thus, deep learning.

• Deep learning is a powerful set of techniques for 
learning in deep neural networks.

• Neural networks and deep learning currently provide 
the best solutions to many problems in image 
recognition, speech recognition, natural language 
processing, and of course, reinforcement learning.



So much to learn!

Additional resources:
• https://www.asimovinstitute.org/neural-

network-zoo-prequel-cells-layers/
• https://www.asimovinstitute.org/neural-

network-zoo/
• https://www.deeplearningbook.org/
• http://neuralnetworksanddeeplearning.com/

https://www.asimovinstitute.org/neural-network-zoo-prequel-cells-layers/
https://www.asimovinstitute.org/neural-network-zoo/
https://www.deeplearningbook.org/
http://neuralnetworksanddeeplearning.com/


The cart-pole environment



Let’s use neural networks to solve the cart-pole environment



But what’s a good objective to train on?



How about Q-learning?



Notice our first challenge



What optimization method to use?



Momentum

Additional readings:
• https://cs231n.github.io/neural-networks-3/

https://cs231n.github.io/neural-networks-3/


NFQ: Neural Fitted Q-Iteration
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Issue #1

• Because we are using a powerful function 
approximator, we can generalize across state 
action pairs, which is excellent, but that also 
means that the neural network adjusts the values 
of all similar states at once.

• Think about this for a second, recall that our target 
values depend on the values for the next state, 
which we can safely assume are like the states 
we are adjusting the values of in the first place.

• We are creating a non-stationary target for our 
learning updates. As we update the weights of the 
approximate Q-function, the targets also move 
and make our most recent update outdated.

• Thus, training becomes unstable very quickly.



Issue #2

• We are not holding the IID assumption and that is a 
problem because optimization methods assume the 
samples to be independent and identically 
distributed (IID).

• But we are training with almost the exact opposite:
• Samples on our distribution are not 

independent because the outcome of a new 
state “s’” is dependent on our current state “s.”

• Samples are not identically distributed because 
the underlying data generating process, which 
is our policy, is changing over time.



Target networks



Target networks equations



Replay buffers



Replay buffers equations



DQN: Deep Q-Networks with a Replay Buffer



Training DQN in the cart-pole environment



Issue #1

• DQN overestimates the targets. This algorithm 
is biased towards positive values because we 
use the max all the time.

• The crux of the problem is very simple: We are 
taking the max of estimated values. Estimated 
values are often off-center, some higher than 
the true values, some lower, but the bottom line 
is they are off. Now, the problem is that we are 
always taking the max of these values.

• DQN prefers higher values, even if they are not 
correct. Meaning it shows a positive bias, and 
performance suffers.



Illustrating the problem of overestimation



DDQN: What about that max?



DDQN: Double Learning



DDQN equations



Training DDQN in the cart-pole environment



Recommended Readings
• DQN v1: https://arxiv.org/abs/1312.5602
• DQN v2: https://www.nature.com/articles/nature14236
• DDQN: https://arxiv.org/abs/1509.06461
• Dueling Networks: https://arxiv.org/abs/1511.06581
• Prioritized Experience Replay: https://arxiv.org/abs/1511.05952
• Rainbow: https://arxiv.org/abs/1710.02298

https://arxiv.org/abs/1312.5602
https://www.nature.com/articles/nature14236
https://arxiv.org/abs/1509.06461
https://arxiv.org/abs/1511.06581
https://arxiv.org/abs/1511.05952
https://arxiv.org/abs/1710.02298


Thank you!


