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Bandit Problems and Model-
free Reinforcement Learning
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Exploration vs. Exploitation
• Planning methods assume we 

have a “map” of the 
environment. But what if we 
don’t?
• We need to explore to gain 

information about the 
environment.
• But exploring cause us to 

missed opportunities we could 
otherwise exploit.
• There is a tradeoff between 

exploration and exploration.



Exploration vs. Exploitation
• Multi-armed bandits (MAB) are a 

special case of a RL problem in 
which the size of the state space 
and horizon equal one.
• MAB have multiple actions, a single 

state, and a greedy horizon; you 
can also think of it as a “many-
options single-choice” 
environment.
• The name comes from slot 

machines (bandits) with multiple 
arms to choose from (more 
realistically: multiple slot machines 
to choose from).



Bandit Problems



Slippery Bandit Walk environment



Greedy strategy: Always exploit



Random strategy: Always explore



Epsilon-Greedy strategy: Always always greedy, 
sometimes random



Recap: Bandit Problems

Recommended reading. 
Reinforcement Learning: An introduction (chapter 2)
http://incompleteideas.net/book/the-book-2nd.html

http://incompleteideas.net/book/the-book-2nd.html
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Prediction Problem
• Estimate the value of policies; 

evaluate policies under feedback 
that is simultaneously sequential 
and evaluative.
• This is not policy optimization 

but is equally important for 
finding optimal policies.
• Having perfect estimates makes 

policy improvement trivial.



Terminology recap



The Random Walk environment



Monte-Carlo prediction



Monte-Carlo prediction equations



Temporal-Difference Learning



Temporal-Difference Learning equations



MC vs. TD learning



Is there anything in between?



n-step TD equations



TD lambda



TD lambda equations



Eligibility traces



TD(lambda) algorithm



Recap: Prediction problem
• Allows us to accurately evaluate 

policies.
• Having accurate estimates makes 

policy improvement trivial.
• There are two core methods, Monte-

Carlo prediction and Temporal-
Difference Learning.
• One uses the actual returns and 

approximates the expectation by taking 
means. The other bootstraps on its own 
value estimates; uses partial or 
predicted returns.
• There are pros and cons in both!

Recommended reading. 
Reinforcement Learning: An introduction (chapters 5, 6, 7, and 12)
http://incompleteideas.net/book/the-book-2nd.html

http://incompleteideas.net/book/the-book-2nd.html
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Control Problem
• Optimize policies.
• Find the best policies for any 

given environment.
• Needs accurate policy 

evaluation methods and 
exploration.
• This is the full reinforcement 

learning problem. Note: Not 
Deep Reinforcement Learning, 
which we’ll discuss in next 
lecture.
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What estimation method to use?



Monte-Carlo Control



TD Control: Sarsa



Planning methods, RL methods



Q-Learning: off-policy learning



On-policy vs. Off-policy learning



Convergence: GLIE: Greedy in the Limit with Infinite 
Exploration and Stochastic Approximation theory.
• GLIE:

• All state-action pairs must be explored infinitely 
often.

• The policy must converge on a greedy policy.
• What this means in practice is that an e-

greedy exploration strategy, for instance, 
must slowly decay epsilon towards zero. If it 
goes down too quickly, the first condition may 
not be met, if it decays too slowly, well, it 
takes longer to converge.

• Notice that for off-policy RL algorithms, such 
as Q-learning, the only requirement of these 
two that holds is the first one. The second 
one is no longer a requirement because in off-
policy learning, the policy learned about is 
different than the policy we are sampling 
actions from. Q-learning, for instance, only 
requires all state-action pairs to be updated 
sufficiently, and that is covered by the first 
condition above.

There is another set of requirements for general 
convergence based on Stochastic Approximation 
Theory that applies to all these methods. Because 
we are learning from samples, and samples have 
some variance, the estimates won’t converge unless 
we also push the learning rate, alpha, towards zero:
• The sum of learning rates must be infinite.
• The sum of squares of learning rates must be 

finite.

That means you must pick a learning rate that 
decays but never reaches zero. For instance, if you 
use 1/t or 1/e, the learning rate is initially large 
enough to ensure the algorithm doesn’t follow only a 
single sample too tightly but becomes small enough 
to ensure it finds the signal behind the noise.



Recap: Control problem
• It’s what we are looking, how to 

find optimal control policies.
• There is a profound synergy 

between policy evaluation and 
policy improvement.
• The control problem consists on 

estimation action-value functions, 
and correctly balancing 
exploration and exploitation.

Recommended reading. 
Reinforcement Learning: An introduction (chapters 5, 6)
http://incompleteideas.net/book/the-book-2nd.html

http://incompleteideas.net/book/the-book-2nd.html


Thank you!


