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Opening
• Syllabus has been updated

• Only 3 homework assignments (no enough time for more).
• Only 1 attendance sheet—the remaining points for class participations will be 

coming from Piazza contributions. Hint: ask questions related to the lectures. 
Participate!
• New website (I have write access to it and will be posting lecture 

material): https://mimoralea.github.io/cs4641B-summer2020/.
• Office hours to be announced.
• Remaining lectures are focused on Reinforcement Learning and Deep 

Reinforcement Learning. I hope you enjoy the material.

https://mimoralea.github.io/cs4641B-summer2020/
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The big picture, you are here



Comparison of ML areas
Supervised learning (SL) is the task of learning from labeled data. In SL, a human decides which data 
to collect and how to label it. The goal in SL is to generalize. A classic example of SL is a handwritten-
digit recognition application; a human gathers images with handwritten digits, labels those images, and 
trains a model to recognize and classify digits in images correctly. The trained model is expected to 
generalize and correctly classify handwritten digits in new images.

Unsupervised learning (UL) is the task of learning from unlabeled data. Even though data no longer 
needs labeling, the methods used by the computer to gather data still need to be designed by a human. 
The goal in UL is to compress. A classic example of UL is a customer segmentation application; a 
human collects customer data and trains a model to group customers into clusters. These clusters 
compress the information uncovering underlying relationships in customers.

Reinforcement learning (RL) is the task of learning through trial and error. In this type of task, no 
human labels data, and no human collects or explicitly designs the collection of data. The goal in RL is 
to act. A classic example of RL is a Pong-playing agent; the agent repeatedly interacts with a Pong 
emulator and learns by taking actions and observing its effects. The trained agent is expected to act in 
such a way that it successfully plays Pong.



The reinforcement learning cycle



Reinforcement Learning agents learn from feedback that is 
sequential, evaluative, and sampled

https://www.nature.com/articles/nature14540

https://www.nature.com/articles/nature14540


Reinforcement Learning agents learn from
sequential feedback
• The action taken by the agent may have delayed consequences.
• The reward may be sparse and only manifest after several time 

steps. Thus the agent must be able to learn from sequential 
feedback.

• Sequential feedback gives rise to a problem referred to as the 
temporal credit assignment problem.

• The temporal credit assignment problem is the challenge of 
determining which state and/or action is responsible for a reward.

• When there is a temporal component to a problem, and actions 
have delayed consequences, it becomes challenging to assign 
credit for rewards.



The difficulty of the temporal credit assignment problem



Reinforcement Learning agents learn from
evaluative feedback
• The reward received by the agent may be weak, in the sense that it 

may provide no supervision.
• The reward may indicate goodness and not correctness, meaning it 

may contain no information about other potential rewards.
• Evaluative feedback gives rise to the need for exploration.
• The agent must be able to balance exploration, which is the gathering 

of information, with the exploitation of current information.
• This is also referred to as the exploration vs. exploitation tradeoff.



The difficulty of the exploration vs. exploitation tradeoff



Reinforcement Learning agents learn from
sampled feedback
• The reward received by the agent is merely a sample, and the 

agent does not have access to the transition or reward function.
• Also, the state and action spaces are commonly large, even 

infinite, so trying to learn from sparse and weak feedback 
becomes a harder challenge when using samples.

• The agent must be able to learn from sampled feedback, it must 
be able to generalize.



The difficulty of learning from sampled feedback



Recap: Introduction to Reinforcement Learning

Recommended reading. 
Reinforcement Learning: An introduction (chapters 1 and 16)
http://incompleteideas.net/book/the-book-2nd.html

http://incompleteideas.net/book/the-book-2nd.html
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The reinforcement learning interaction cycle, again



Examples of problems, agents, and environments
• Problem: you are training your dog to sit. Agent: the part of your brain that makes decisions. 
Environment: your dog, the treats, your dog’s paws, the loud neighbor, etc. Actions: Talk to your dog. 
Wait for dog’s reaction. Move your hand. Show treat. Give treat. Pet. Observations: Your dog is paying 
attention to you. Your dog is getting tired. Your dog is going away. Your dog sat on command.
• Problem: your dog wants the treats you have. Agent: the part of your dog’s brain that makes decisions. 
Environment: you, the treats, your dog’s paws, the loud neighbor, etc. Actions: Stare at owner. Bark. 
Jump at owner. Try to steal the treat. Run. Sit. Observations: Owner keeps talking loud at me. Owner is 
showing the treat. Owner is hiding the treat. Owner gave me the treat.
• Problem: a trading agent investing in the stock market. Agent: the executing DRL code in memory and in 
the CPU. Environment: your Internet connection, the machine the code is running on, the stock prices, the 
geopolitical uncertainty, other investors, day-traders, etc. Actions: Sell n stocks of y company. Buy n 
stocks of y company. Hold. Observations: Market is going up. Market is going down. There are economic 
tensions between two powerful nations. There is danger of war in the continent. A global pandemic is 
wreaking havoc in the entire world.
• Problem: you are driving your car. Agent: the part of your brain that makes decisions. Environment: the 
make and model of your car, other cars, other drivers, the weather, the roads, the tires, etc. Actions: Steer 
by x, Accelerate by y. Break by z. Turn the headlights on. Defog windows. Play music. Observations: You 
are approaching your destination. There is a traffic jam on Main Street. The car next to you is driving 
recklessly. It’s starting to rain. There is a police officer driving in front of you.



The agent: the decision-maker



Notes about the agent
• For now, the only important thing for you to know about agents is that there are 

agents and that they are the decision-makers in the RL picture.
• They have internal components and processes of their own, and that is what makes 

each of them unique and good at solving specific problems.
• More importantly, they are general, for the most part. They can solve a variety of 

problems if the problems provide the same interface (hint: Markov Decision Process).
• If we were to zoom into agents, we would notice that most agents have a three-step 

process:
• All agents have an interaction component, a way to gather data for learning.
• All agents evaluate their current behavior.
• All agents improve something in their inner components that allows them to 

improve their overall performance (or at least attempt to improve).



The environment: Everything else



Notes about the environment
• Most real-world decision-making problems can be expressed as RL 

environments. A common way to represent decision-making 
processes in RL is by modeling the problem using a mathematical 
framework known as Markov Decision Processes (MDPs.)

• In RL, we assume all environments have an MDP working under the 
hood. Whether an ATARI game, the stock market, a self-driving car, 
your significant other, you name it, every problem has an MDP 
running under the hood (at least in the RL world, whether right or 
wrong.)



Markov Decision Process



Useful definitions to navigate the RL lingo
• The environment is represented by a set of variables related to the problem. The combination of all the 

possible values this set of variables can take is referred to as the state space. A state is a specific set of 
values the variables of the state space take at any given time.

• Agents may or may not have access to the actual environment’s state; however, one way or another, 
agents can observe something from the environment. The set of variables the agent perceives at any given 
time is called an observation.

• The combination of all possible values these variables can take is the observation space. Know that 
“state” and “observation” are terms used interchangeably in the RL community. This is because, very often, 
agents can see the internal state of the environment, but this is not always the case. 

• At every state, the environment makes available a set of actions the agent can choose from. Often the set 
of actions is the same for all states, but this is not required. The set of all actions in all states is referred to 
as the action space.

• The agent attempts to influence the environment through these actions. The environment may change 
states as a response to the agent’s action. The function that is responsible for this transition is called the 
transition function.

• After a transition, the environment emits a new observation. The environment may also provide a reward 
signal as a response. The function responsible for this mapping is called the reward function. The set of 
transition and reward function is referred to as the model of the environment.



Markov property



Why is the Markov property important?



Example environment
• Imagine a simple environment. Let’s call it the Bandit Walk.
• There are three states representing the cell ids.
• There are two actions, left, and right.
• The transition function is deterministic and as you expect (E.g. left moves 

the agent left, right moves it right). State 0 (H—hole) and state 2 (G—goal) are 
terminal states.
• The reward function is a +1 when landing the goal state “G”, 0 otherwise.
• The agent starts in the middle cell, labeled S.



Respective MDP graphical representation



Respective MDP table:



OpenAI Gym: A Python package that provides a variety of 
reinforcement learning environments



OpenAI Gym: A Python package that provides a variety of 
reinforcement learning environments



Recap: Markov Decision Process

Recommended reading. 
Reinforcement Learning: An introduction (chapters 1 and 3)
http://incompleteideas.net/book/the-book-2nd.html

http://incompleteideas.net/book/the-book-2nd.html


Opening
Introduction to Reinforcement Learning
Markov Decision Process
Planning Methods

Outline



Let’s obtain try to solve this decision-making problem



The return G



Calculating the return G



The state-value function V



The action-value function Q



The action-advantage function A



Examples of V, Q, and A



The Bellman optimality equations



Policy evaluation equation



Initial calculations of policy evaluation



Policy evaluation detailed results



Quick detour: The Frozen Lake environment



Policy evaluation in the FL environment



Policy Improvement equation



Policy Improvement example



Policy Iteration



Value Iteration Motivation



Value Iteration



Value Iteration example



Recap: Planning methods

Recommended reading. 
Reinforcement Learning: An introduction (chapter 4)
http://incompleteideas.net/book/the-book-2nd.html

http://incompleteideas.net/book/the-book-2nd.html


Thank you!


