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Logistics
• Random team assignment is done, in the “Pages” on Canvas. 

• Project proposal is extended to Jun 17th

• Project proposal length: the limit is two pages, 1 page is acceptable. 
Font size is 12.

• Individual contribution: by default, each team member on the 
report share the same grade. I will ask for more information from 
all team members if someone think he deserves more or less.

• Project topic: anything is fine as long as it is related ML algorithms.



Decision Tree Example



Visual introduction to decision tree



Decision Tree Example



Decision Tree Example

The classifier: F(x): majority class in the leaf in the tree T containing x
Model parameters: the tree structure and size



Decision trees

• Pieces:
– Find the best attribute to split on
– Find the best split on the chosen attribute
– Decide on when to stop splitting



Categorical or discrete attributes







General decision tree (Continuous 
Attributes)







Basic questions

• How to choose the attribute to split on at each 
level of the tree?

• When to stop splitting? When should a node be 
declared a leaf?

• If a leaf node is impure, how should the class 
label be assigned?

• If the tree is too large, how can it be pruned?



How to choose the attribute to split?

• Two classes (red circles/green crosses)
• Two attributes: 
• 11 points in training data
• Idea:

– Construct a decision tree such that the leaf nodes predict 
correctly the class for all training samples



How to choose the attribute to split?





Information content



Entropy

• In general, the average number of bits 
necessary to encode n values is the entropy

• = probability of occurrence of vlaue I
– High entropy -> all classes are nearly equally likely
– Low entropy -> a few classes are likely; most of the 

classes are rarely observed



Entropy



Example entropy calculation



Conditional entropy
Entropy before splitting: 

After splitting, a fraction 
of data goes to the 

left node, which has 
entropy .

After splitting, a fraction 
ோof data goes to the 

right node, which has 
entropy ோ.

The average entropy after 
splitting is:

Probability that a random input 
is directed to the left node



Information Gain

• We want nodes as pure as possible
– We want to reduce the entropy as much as possible
– We want to maximize the difference between the 

entropy of the parent node and the expected entropy 
of the children.

Information Gain = Amount by which the 
ambiguity is decreased by splitting the node



Notations





Choose this split 
because the is 
greater than the 

other split



A complete example

20 training examples from class A
20 training examples from class B
Attributes = ଵand ଶ coordinates





















Basic questions

• How to choose the attribute to split on at each 
level of the tree?

• When to stop splitting? When should a node be 
declared a leaf?

• If a leaf node is impure, how should the class 
label be assigned?

• If the tree is too large, how can it be pruned?



Pure and impure leaves and when to 
stop splitting

All the data in the node comes 
from a single class

We declare the node to be a leaf node 
and stop splitting. The leaf represents the 
class of the label in the data

Several data points have exactly the same attributes 
even though they are from different class.

We cannot split any further

We still declare the node to be  a leaf, but it will 
output the class that is the majority of the classes in 
the node.



Decision tree algorithm (continuous 
attributes)



Decision tree algorithm (discrete 
attributes)



Decision tree so far
• Given n observations from training data, each with D 

attributes X and a class attribute Y, construct a sequence of 
tests (decision tree) to predict the class attribute Y from the 
attributes X.

• Basic strategy for defining the tests (“when to split”) => 
maximize the information gain on the training data set at 
each node of the tree.

• Problem (next):
– Computational issues
– The tree will end up being too large => pruning
– Evaluating the tree on the training data is dangerous => 

overfitting



Basic questions

• How to choose the attribute to split on at each 
level of the tree?

• When to stop splitting? When should a node be 
declared a leaf?

• If a leaf node is impure, how should the class 
label be assigned?

• If the tree is too large, how can it be pruned?



What will happen if a tree is too large?

• Overfitting
• High variance
• Instability in predicting test data



How to avoid overfitting?

• Acquire more training data
• Remove irrelevant attributes
• Grow full tree and the post-prune
• Ensemble learning



Reduce-error pruning

• Split data into training and validation sets

• Grow tree based on training set

• Do until further pruning is harmful
– Evaluating impact on validation set of pruning 

each possible node
– Greedily remove the node that most improves 

validation set accuracy



How to decide to remove it a node 
using pruning

• Pruning of the decision tree is done by replacing a whole 
subtree by a leaf node.

• The replacement takes place if a decision rule establishes 
that the expected error rate in the subtree is greater than 
in the single leaf.

3 training data points
Actual Label: 1 positive and 2 negative

Predicted Label: 1 positive and 2 negative
3 correct and 0 incorrect

6 validation data points
Actual label:2 positive and 4 negative

Predicted Label: 4 positive and 2 negative
2 correct and 4 incorrect


