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Density-Based Clustering 

• Basic ideas 
– Clusters are dense regions in the 

data space, separated by regions of 
lower density 

– A cluster is defined as a maximal set 
of density-connected points 

– Detect arbitrarily shaped clusters 

 

• Method 
– DBSCAN (Density-Based Spatial 

Clustering of Application with Noise) 
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High Density v.s. Low Density 

• Two parameters 
– Eps(𝜀): maximum radius of the neighborhood 
– MinPts: minimum number of points in the Eps-neighborhood of 

a point 

 
• High density: 𝜀-neighborhood of an object contains at least 

MinPts of objects 
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Core Points, Border Points, and 
Outliers 
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Examples 
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Density-based related points 

• Direct density reachability 
– An object p is directly density-reachable from object q 

if  
• q is a core object 

• p is in q’s 𝜀-neighborhood 
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Density-based related points 

• Density reachability 
– A point p is density-reachable from a point q if there is 

a chain of point 𝑝1, 𝑝2, … , 𝑝𝑛, 𝑝1 = 𝑞, 𝑝𝑛 = 𝑝 such that 
𝑝𝑖+1 is directly density-reachable from 𝑝𝑖 

– 𝑝1 = 𝑞 → 𝑝2 → ⋯ → 𝑝𝑛 = 𝑞 
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Density-based related points 

• Density connectivity 
– A point 𝑝 is density-connected to a point 𝑞 if there is a 

point 𝑜 such that both 𝑝 and 𝑞 are density-reachable 
from 𝑜. 
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The DBSCAN algorithm 

https://www.naftaliharris.com/blog/visualizing-dbscan-clustering/ 13 
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DBSCAN is sensitive to parameters 
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One parameter 

𝜀 

High value (what will happen?) 

Low value (what will happen?) 

Clusters will merge and the 
majority of data points will be 
in the same cluster 

A large part of data won’t be 
clustered and considered as 
outliers.  

Do we need to define the 
number of clusters in DBSCAN? 

No 
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Minimum number of points (MinPts) 

MinPts=1? 
Every point will be a cluster on its own. 

MinPts=2? 

MinPts should be at least 3 

Hierarchical clustering with single link 

As a rule of the thumb, minPts=2*dim can be used, but it 
can choose large values for large data and for noise data. 
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How about Eps? (Elbow effects) 

• Idea is that for points in a cluster, their kth nearest neighbors are at 
roughly the same distance. 

• Noise points have the kth nearest neighbor at farther distance 
• So, plot sorted distance of every point to its kth nearest neighbor 
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Elbow effect another example 

minPts often does not have a significant impact 
on the clustering results. 
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When DBSCAN works well 

Original points Clustered results 

• Robust to noise 
• Can detect arbitrarily-shaped clusters 
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When DBSCAN does not work well 

• Cannot handle varying density 
• Can detect arbitrarily-shaped clusters 
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Take-home Messages 

• The basic idea of density-based clustering 

 

• The two important parameters and the definitions of 
neighborhood and density in DBSCAN 

 

• Core, border and outlier points 

 

• DBSCAN algorithm 

 

• DBSCAN’s pros and cons 
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